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Grid from 10 000 feet

Work regardless of geographical
location, interact with colleagues,
share and access data

Scientific instruments,
libraries and experiments

The GRID: networked data provide huge amounts of data

processing centres and
“middleware” software as the
“glue” of resources.

based on: Federico.Carminati@cern.ch
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What is Grid?

Cross-domain resource sharing
e more than one organisation

e more than one application

e more than one ...

e open protocols
e collective service

Grid Resources
(Computing, Storage, Databases, ...)
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Why would we need it?

Collected data in science and industry grows exponentially:

The Bible 5 MByte
X-ray image 5 MByte/image
Functional MRI 1 GByte/day
Bio-informatics databases 500 GByte each
Refereed journal papers 1 TByte/yr
Satellite world imagery 5 TByte/yr

US LoC contents 20 TByte
Internet Archive 1996-2002 100 TByte
Particle Physics today 1 PByte/yr
LHC era physics 20 PByte/yr
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Large Hadron Collider
e ‘the worlds Iargest MICroscopeE

e ‘looking at the -
fundamental forces of nature

e 27 km circumference
. Located at (;ERN Qen:eva, CH

/E g _an:"'lr o .
~ 20 PByte of data per year, ~ 50 000 modern PC style computers
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WISDOM: drug discovery

Wide-area In-Silico Docking On Malaria

over 46 million ligands virtually docked on malaria
and H5N1 avian flu viruses in less than a month
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Why Grid computing - today?
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New applications need larger amounts of data or computation
Larger, and growing, distributed user community
Network grows faster than compute power/storage

Gilder’'s Law
— (32X in 4 yrs)

Storage Law

/ (16X in 4yrs)

Moore’s Law
(5Xin 4yrs)

Graphic: “The Triumph of Light”, Scientific American,
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Three essential ingredients for Grid

A grid combines resources that
— Are not managed by a single organization
Use a common, open protocol ... that is general purpose

Provide additional qualities of service, i.e., are usable as
a collective and transparent resource

GR'D,

CIAAL Y MRS ANC)INP R TION O THE GLORAL GIND COMMLIITY (LY 22 SO0 VOIL 1 0 8

WHAT IS THE GRID? A THREE POINT CHECKLIST
By lan Foster Argonne Mational Lab & University of Chicago

The I'EGEI‘lI.EHIDEID"I of commercial and sclentmic Interest In the Grid makes It 1 Imeyl.ore.'lsll the question: What
Isthe G w.y-lp noserreahrse—pnlrc* 1 for de! E"rlg a systam 5 a rid. | also
dls..usar andards muss piay In defining tha

The Need for a Clear Definition Grids have moved from the obscurely academic to the highly pogular. We read
abaut Compuie G'1c|5. Data Grios, Sclence Grigs, A6 Grds, Knowlsdgs Grids, Bio Grigs, Sensor Grids,
Cluster Grids, Camgus Grids, Tera Grigs, and Commodlty Grigs. The sk2ptic 2an e forghven for wandenng i

Source: Ian Foster in Grid Today, July 22, 2002; Vol. 1 No. 6, see http://www-fp.mcs.anl.gov/~foster/Articles/WhatIstheGrid.pdf
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Virtual Organisations

The communities that make up the grid:

not under single hierarchical control,

(temporarily) joining forces to solve a particular problem at hand,
bringing to the collaboration a subset of their resources,
sharing those at their discretion and each under their own conditions.

@&@)ﬁ &

Grid Resources
(Computing, Storage, Databases, ...)
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Building Grid Infrastructures

Virtual Organisations or User Communities

—_—
Interoperation

Grid Resources
Computing, Storage, Databases, ...

e Protocols: common syntax and sematics for grid operations
e APIs: making grid concepts accessible from the applications
e Portals and workflows: bridging the end-user gap
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Standards X% ’
OpenGridForum

e Standards, such as those by IETF, OASIS, OGF, &c
aid interoperability and reduce vendor lock-in

e as you go higher up the stack, you get less synergy
— Transport: IP/TCP, HTTP, TLS/SSL, &c well agreed

— Web services: SOAP used to be the solution for all ...
... but "‘Web 2.0’ shows alternatives tailored to
specific applications gaining popularity
— Grid standards:
low-level job submission (BES, JSDL), management
(DRMAA), basic security (OGSA-BSP Core, SC) there

— higher-level services still need significant work ...

see also http://www.ogf.org/



Grid Infrastructure

Realizing ubiquitous computing requires a
persistent infrastructure, based on standards

Hardware infrastructure

clusters, supercomputers, databases,
mass storage, visualisation

Software infrastructure

execution services, workflow, resource
information systems, database access,
storage management, meta-data

Application infrastructure

user support, and ICT experts
... with domain knowledge
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Interoperation and standards

e Standards are essential for adoption

— resource providers are not inclined to provide n
different interfaces

e But a pragmatic approach is needed today |
— GIN (Grid Interoperation Now) GINg:
leverage existing de-facto agreements

— be agnostic to changes at the protocol level
e.g. by leveraging higher-level APIs (SAGA)

— do not get married to a particular protocol hype
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Issues for today and tomorrow

e Distributed security

— any computer, desktop and laptop,
must be assumed compromised \’

- identity vetting and community membership
assertions needed in cross-domain grids

- trust between organisations needed
e we demonstrated this in science - globally!
e federated access to a wide range of resources coming

— security, privacy policies must be coordinated
e essential for a mainstream, sustained, infrastructure
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strike balance between security and usability ...
e help with identity federations, on-line credentials
e portals and canned (web) applications
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Working at scale

Grid is an error amplifier ... o
‘passive’ controls are needed to push work away
from failing resources

Resource information systems are the
backbone of any real-life grid

Grid is much like the ‘Wild West’

— almost unlimited possibilities — but as a community plan
for scaling issues, and a novel environment

— users and providers need to interact and articulate needs
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Grid Infrastructures Work
260 VOs total in EU

R(E=EE Number of active VOs ~ 40 VOs use grid
nabling Grids in EU since 2004 5: >1 day/week

for E-scienc £

Compute usage since 2004 by VO

PRODUCTION Normalised Elapsed time by VO and DATE (Excluded dteam & ops VOs) ) .
EGEE VOs. January 2004 - May 2007 &

P e S S S LB R LR S L
- - | M CPU > 1 Daw/Week [ CPU > 1 Month/Week [ CPU > 1 Year/Week |
> 1 2 m I I I Io n h rS/ m o ! 'EGEE View': activews / 2004:1-2007:5 2007-05-16 15:26 UTC
— over 20 VOs hosted
z 8.02+5- é Eé;gzk in N L
_'E ] gear?td . .
£ | i g www.biggrid.nl
Hh e
[ _ _
o ||I ey A reliable Grid Infrastructure
W alice -
“| needs operational support:
] _________,.“;,ihﬂl I e availability monitoring

S T e reporting and follow-up

(€) CESGA 'EGEE View': PRODUCTION / rermelap / 2004:1-2007:5 / VO-DATE / egee / ACCBAR-LIN / x 2007-05-16 15:30 UTC . u Se r S u p po rt
data: EGEE monitoring, RAL and CESGA, http://goc.grid-support.ac.uk/gridsite/accounting/
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Common environment . PQQ
vie

Common infrastructure for e-Science in NL
provided in the VL-e Proof-of-Concept

interoperable interfaces to resources
e common software environment
higher-level ‘virtual lab’ services

rrrrr

| Central Facilities:
SARA, NIKHEF, RC-RUG, Philips

|||||||||||

Join yourself: user-interfaces,
distributed clusters, storage

http://poc.vi-e.nl/distribution/

...............
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