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Abstract. In e-Science, generic Grid middleware, e.g., Globus Toolkit
(GT), provides basic services for scientific workflow management sys-
tems to discover, store and integrate workflow components. The use of
the state of the art Grid services technologies advances the functionality
of workflow engine in orchestrating distributed Grid resources. In this
paper, we present our work on migrating VLAM-G, a Grid workflow
engine based on GT 2 to GT4. We discuss how we use the rich set of
services provided by GT4 in the new design to realize the user interactiv-
ity, interoperability and monitoring. The experiment results show that
use cases from previous systems can be migrated seamlessly into the new
architecture.

1 Background

The Virtual Laboratory for e-Science (VL-e) is a Dutch e-Science project which
aims to realise a generic framework for multiple application domains[2]. Workflow
management systems are considered as a core service for managing scientific
experiments. In VL-e, Virtual Laboratory Amsterdam for Grid (VLAM-G)[3]
system is recommended to the VL-e application scientists together with three
other workflow systems: Taverna [4], Kepler [5], and Triana [6].

The VLAM-G system was prototyped based on GT2 in an early project. Since
then, there was a shift of paradigm in the grid community into Service Oriented
Architecture. This shift was marked with the Open Grid Service Architecture
specification (OGSA) [7] for integrating distributed and heterogeneous grid re-
sources. Globus Toolkit 4 (GT 4) is a recent release which implements OGSA and
Web Service Resource Framework(WSRF) standards, and provides services for
constructing grid services, controlling security issues, and managing distributed
data.

To benefit from the rich set of GT4 services, in particular, service oriented
integration will provide a standard interface for interoperating with the other
workflow systems, a migration of VLAM-G to GT4 is demanded. The paper is



organized as follows. First, we describe the design of current VLAM-G prototype
and then discuss the lesson learned from the previous VLAM-G applications,
after that a GT4 based architecture called WS-VLAM is presented. We use a
test case to demonstrate the migration of previous VLAM-G applications to the
new architecture.

2 VLAM-G and its new design

VLAM-G provides a synthetic environment for performing grid enable scientific
experiments; it provides graphical user interface for prototyping high level work-
flows and for steering computing tasks at runtime, and an execution engine for
orchestrating experiment processes. On the high level a scientific experiment is
described as a data driven workflow in which each component (called module in
VLAM-G) represents a process or a Grid service in an experiment.

In this section we review the design of current VLAM-G prototype, and
propose a new design.

2.1 Lessons learned

The VLAM-G system consists of two core components: a graphical user interface
(VL-GUI) and the Run-Time System Manager (RTSM). The RTSM is a GT2
based engine for executing workflows composed by the VL-GUL

In the initial design, the VL-GUI and RTSM were tightly coupled. The en-
gine handles complex coordination between workflow components; however, the
strong dependency between engine and the user interface introduces a number
of inconveniences: the user interface has to be up all the time while the workflow
is executed remotely, and the RTS is thus not able to orchestrate Grid com-
ponents outside the GUI. For lots of data intensive applications in VL-e, these
issues become a bottleneck for scientists to perform long running experiments.
Decoupling the GUI and workflow engine is highly demanded.

Another lesson we learned from previous design is that VLAM-G has poor
interoperability with the other workflow systems. Application scientists often
require the integration between workflows developed by different systems, e.g.,
combining the data streaming based experiments with data statistical computa-
tion provided by R or Matlab. Incorporating third party workflows into VLAM-
G modules is time consuming, since VLAM-G uses its own defined component
architecture.

2.2 A new design

A new design of VLAM-G, namely WS-VLAM, is proposed. To decouple the
GUI from the engine, we wrap the RTS as a Grid service, which is deployed in
a GT4 container, and the original GUI is design as a thin client which can talk
to the RTS service. The overall architecture is depicted in Fig 1.
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Fig. 1. Overal Architecture

The WS-VLAM thin client inherits the visual interface from VLAM-G for
workflow composition. A user can browse and select proper workflow components
from a repository according to specific requirements, and he can assemble the
selected components by connecting their input or output ports. The topology of
the workflow can be stored as XML format.

In Fig 1, standard GT4 services e.g., Delegation Service, and a set of WSRF
compliant services developed in the VL-e project are deployed in a GT4 con-
tainer. A repository service stores information about available components, and
allows the GUI client to invoke to obtain available resources for composition.
The original RTSM is wrapped as Grid services: a RTSM Factory Service and a
RTSM Instance Service. The factory is a persistent service which instantiates a
transient RTSM Instance service when a user submits workflow.

In the rest of this section, we discuss how the new design enacts and exe-
cutes a workflow, in particular the following issues in detail: workflow execution,
workflow monitoring, and user interaction support.

Workflow execution. To execute a workflow, the RTSM has to do a number
of things. Before the execution, the GUI client first contacts the GT4 delegation
service to create delegation credential, and retrieves an End Point Reference
(EPR), which is used at the execution phase to authenticate and authorize the
user. And then, the GUI client contacts the RT'SM Factory service to submit the
workflow description together with the delegation EPR. After that The RTSM
Factory uses the GT4 GRAM to schedule all the workflow components and
creates an RTSM instance which monitors the execution of the workflow. After
the job has been submitted to Grid, the RTSM Factory returns the EPR of
the RTSM instance to the GUI client. The EPR will be used by the GUI client
when attaching and detaching a remotely running instance of workflow. The



basic sequence diagram of the workflow submission mechanism and execution is
presented in Figure 2.

By subscribing basic events generated by RTSM, a GUI client can thus obtain
the run status of the experiment. A user can subscribe different events from
GRAM for monitoring the execution of each workflow component.
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Fig. 2. Workflow Submission and Monitoring

Workflow monitoring. For long running experiments, monitoring runtime
states of the execution is important. In WS-VLAM, monitoring supported is
realized by using the notification mechanism provided by GT4 Toolkit. Via the
standard interface of the notification services, GUI client can be instantiated as
multiple instances for subscribing the notification generated by RTSM Resource-
Property for monitoring different execution status. The output and the standard
error streams produced by a workflow component are redirected to the RTSM.
WSRF notifications are used to inform a client about these updates: if a user
subscribes to the WSRF topic associated with these logs, an event generated
from the GRAM is propagated to the subscriber (GUI client). This feature will
be use for realizing future provenance functionality.

Graphical output forwarding. Human in the loop computing is an impor-
tant requirement for including expert knowledge in experiment steering. The
graphical display generated by the workflow components and the visualization
of the entire workflow state is crucial to support the human to interact with
workflow at runtime. A key issue is to deliver the remote graphical output to
the end user.

Since the current execution environment of VLAM-G is Linux, graphical out-
put of a workflow component is associated with network traffic between graphical



application and virtual display to be used for rendering (X-server). A public X-
server can cause potential security problem; the privacy of the graphical display
will not be protected. Thus, each component has a private X-server instantiated
at the same host with a module. This allows to make all network connections
between graphical applications (X-clients) and virtual displays (X-servers) local,
and be invulnerable for network attacks.
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Fig. 3. Graphical Output

Another technical issue in forwarding graphical output is the common secu-
rity policy on a grid cluster: direct connection from outside of the cluster to a
worker node is often prohibited. To handle this situation, a secure connection
forwarding mechanism is used, as shown in Fig 3. Graphical connection from
the GUI client is mediated with a port forwarding components at the service
side. Since the service resides in the border node, it has bidirectional access to
the internal node where graphical output is produced and also access to GUI
client which monitors the results. We have enhanced standard VNC X-server
with GSI-enabled authorization in order to improve standard VNC authentica-
tion/authorization mechanism. This solution provides the same protection level
as any other standard Globus component.

In the next section, a test case is used to demonstrate how the new VLAM-G
works.

3 A test case

We use a VLAM-G application to demonstrate a number of features of the new
design: backward compatibility, workflow execution, monitoring, and Graphical
display handling.

SigWin-detector|[8] use case is in VL-e bio-informatics domain. The goal is to
analyze any given sequence of values, spanning from gene expression data to local
time series of temperature. The use case has been implemented using the previous
VLAM-G enviment; the SigWin workflow consists of modules that implement a
generalized and improved version of the ridge-o-grammer, a method originally
designed to identify regions of increased gene expression in transcriptome maps.



Since the basic architecture for workflow modules remain, thus the previous
VLAM-G description can be directly executed by the new RTSM. It allows
the high level user continue work with the same workflow without caring the
changing of the underlying engine.

Since a GUI client has been adapted; Fig. 4 shows the composition of the
SigWin workflow. Since WS-VLAM client (Fig 4) is now decoupled with the
workflow engine, user can easily detach and re-attach the client to the engine
while performing a long running experiment.
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Fig. 4. SigWin Use Case

Another thing we have tried is to test the interoperability between WS-
VLAM and other workflow systems. Since we have a service based workflow
engine, such engine can be included by another other workflow systems which
can invoke service based resources. We have tried to integration the SigWin
workflow with the workflow supported by Taverna environment.

4 Discussion

From the data processing point of view, an e-Science experiment can be roughly
divided into two incremental phases: a prototyping phase where a scientist de-
velops an algorithm and validates it using a small set of data, and a production
phase where a scientist applies the algorithm to the full size data and runs the
computation on a distributed infrastructure.

Compared to the related works, the design of VLAM engine has new features.
First, the module parameters can be tuned and visualised at runtime, which
allows user interaction in the massive computing tasks. Second, the design of the
new engine takes the available WSRF services into account, and provide WSRF
compliant interface for other types of engine to integrate. We have demonstrated
it in the paper. Third, compared to the other Grid service interfaced workflow



engines, e.g., GridWorkflow[13], VLAM engine takes one step further and make
the implementation based on GT4.

5 Conclusions

In this paper, we discussed our work on scientific workflow systems. We reviewed
the design of the previous VLAM-G system, and summarized the lessons learned
from applications. We argued that using GT4 services can facilitate the devel-
opment of workflow engine. A new design of the VLAM-G is presented.

From our work, we can at least draw the following conclusions.

1. Decoupling the user interface from the workflow engine allows the execution
of the long running experiment be independent from the user interface. More
importantly, it enables workflow monitoring from different nodes.

2. The GT4 release provides rich set of services for realizing workflow engines
with considerations of security control, notification, and data management.

3. Finally, the standardized service oriented interface of a workflow engine pro-
motes the interoperability between different workflow systems.

6 Future work

For future work we will investigate and present further result on the performance
and efficiency of the system when applied to number of use cases. Especially
we will study the application of this framework on a parameter sweep class of
problems. This work will also be part of the long term research paradigm in the
VL-e context: generic e-Science framework. Currently, the workflow bus [15] is
an approach. Integrating WS-VLAM as part of the workflow bus will be another
important future research issue.
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